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Abstract. We discuss the symmetry decomposition of the average density of states for

the two-dimensional potentiaé = x2y? and for its three-dimensional generalizati®h =

x2y2 4+ y2z2 + 72x2. In both problems, the energetically accessible phase space is non-compact

due to the existence of infinite channels along the axes. It is known that in two dimensions the
phase space volume is infinite in these channels thus yielding non-standard forms for the average
density of states. Here we show that the channels also result in the symmetry decomposition
having a much stronger effect than in potentials without channels, leading to terms which
are essentially leading order. We verify these results numerically and also observe a peculiar
numerical effect which we associate with the channels. We additionally show that the next-order
corrections are anomalously weak, being at least two powérswofaller than one would expect.

In three dimensions, the volume of phase space is finite and the symmetry decomposition follows
more closely that for generic potentials—however, there are still non-generic effects related to
some of the group elements.

0. Introduction

The role of chaos in the classical Yang—Mills fields has been examined by several authors,
the studies have typically been divided into twegimes. In the first, one studies the

full field theory [1] and tries to determine such global measures of chaos as the spectrum
of Lyapunov exponents and spatial-temporal correlations. In the second, one studies the
homogeneous or zero-dimensional limit of the problem [2] which admits a more microscopic
analysis. Following this approach, one is led to consider the three-dimensional potential
V = x2y% + y%z? + z%x? and its simpler two-dimensional cousii = x2y2. The two-
dimensional problem has been independently studied as it is an interesting dynamical system
in its own right. Until Dahlgvist and Russberg showed otherwise [3], it was commonly
believed that the classical motion in this potential was completely chaotic. Although this
is not true, it remains one of the most chaotic potential systems known. It also serves as a
useful example of intermittency [4,5]. Far from the origin, the motion is confined within
one of four channels within which the problem is adiabatic so that a trajectory behaves in
a smooth, regular manner. Upon exiting the channel, the trajectory may undergo a burst of
strongly irregular motion before re-entering one of the channels. This form of dynamics,
regular behaviour with episodes of irregularity, is called intermittency and is found in various
physical systems including the classical helium atom [6] and the hydrogen atom in a strong
magnetic field [7]. The first of these is governed by a potential very similar in forad 16

[8]. The three-dimensional problem shares the properties of strong chaos and intermittency
although this has been less extensively studied. Additionally, the two-dimensional problem
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534 N D Whelan

has been shown to have interesting, non-generic level statistics [9] due to the channels. It
has been used as a test-case for quantization based on adiabatic separation [10] and for
semiclassical quantization based on the heat kernel [11].

We will be interested in the quantization of these potentials, particularly in their densities
of states. As proved by Simon [12] and later analysed in greater detail by Tomsovic
[13], the two-dimensional potential has a discrete quantum spectrum in spite of having an
energetically accessible phase space of infinite volume. This potential therefore violates
the semiclassical relation that the number of quantum energy levels below a given energy
is, on average, proportional to the volume of energetically accessible classical phase space.
In this paper we discuss a related property of this potential—the manner in which the
average density of states decomposes among the various irreducible representations (irreps).
Normally, the ratio of the number of states belonging to a given iRepf dimensiondy
is roughly d2/|G| [14, 15], where|G| is the order of the group. There are then sniall —
corrections depending on the symmetry properties of the irreps [15-17]. We will show here
that for the potentials mentioned above, the symmetry ‘corrections’ can be anomalously
large and in two dimensions are essentially leading order.

The relevant symmetry groups for the two- and three-dimensional potentialSsare
and the extended octahedral group respectively (‘extended’ because we allow for inversions
as well as rotations). These groups have five and 10 conjugacy classes of group elements,
respectively, and we need to analyse them all in order to calculate the average density of
each irrep. The method for doing this when there are no channels is discussed in [15] for
reflection operations and [16] in the context of the permutation group. It is then developed in
a more general context in [17]. For some of the classes which appear here, the calculation is
a straight-forward application of this theory. For other classes, however, the channel effects
make it inapplicable and we use a different analysis based on the adiabatic nature of the
Hamiltonian deep in the channels as introduced in [13]. In both two and three-dimensions,
each channel calculation involves an analysis of the subgroup which leaves that channel
invariant.

In the next section, we review the formalism used in constructing the average density
of states from approximations of the heat kernels. The approximations are based on Wigner
transforms of the Hamiltonian and of unitary transformations which correspond to the group
elements. This formalism will be used in the central region of the potential but will be
adapted for application in the channels. In section 2 we apply this to the two-dimensional
potential and show that there are very strong effects arising from this decomposition—much
stronger than one would expect for a normal bound potential. In section 3, we verify these
results numerically and also point out the existence of a subtle numerical effect which is only
apparent on doing the symmetry decomposition. In section 4, we show that the higher-order
h corrections are anomalously weak so that the leading-order results give results which are
already very accurate. In section 5 we introduce the three-dimensional generalization and
discuss the Wigner transforms corresponding to the various group elements. In section 6
we do the channel analysis of the three-dimensional problem and use this to obtain the final
results for all classes. In three dimensions, the channel effects are less dramatic but still
introduce modifications to what one expects for a generic potential.

1. Formalism

We will interest ourselves in the smooth average paif) of the density of states, often
called the Thomas—Fermi term. There is also an oscillating @astE) given by periodic
orbits [18] but we will not discuss this in detail so in what follows we suppress the bar



Symmetry decomposition of potentials with channels 535

on the smooth functions. The specification of only concerning ourselves with the Thomas—
Fermi term in the density of states is made by invokingxpansions rather than expansions
involving oscillatory functions of 7z. One way to find the Thomas—Fermi density of states

is to work with the partition function (often called the heat kernel), which is the Laplace
transform of the density of states,

Z(B) = Tre *) = L(p(E)). (1.1)

In the presence of a symmetry group, each quantum state will belong to one specific irrep
of that group so we will consider the heat kernels of each irrep separately,

Zr(B) = Tr(Pre ). (1.2)

Py is the projection operator onto the irrégpand for a discrete group is given by [19]
1.3

Py = |G| ZxR<g)U<g> (1.3)

The sum is over the elements of the groi@| in number,xz(g) is the character of group
elementg in irrep R, dy is the-dimension of irrepR and U(g) is the unitary operator
corresponding to the elemept
(rlU@IY) = (g7 rly) = ¥ (g7'r). (1.4)

One standard way to proceed is to find the Wigner transform [20] of the operators
e#H and P; and integrate them to evaluate the trace. The Wigner transfoyity, p) of
a quantum operato,ﬁ is a representation in classical phase space, otherwise known as a
symbol, and is defined by

| ~ T f
Aw(q,p)=/dw(q+§‘A‘q—§>e"”'m/’T. (1.5)
Traces are simply evaluated in this representation since

Tr(A) = / dgdp Aw (g, p)

(2 h)" (1.6)

Tr(AB) =

2 h),, /dqdpAw(q p)Bw(q.p)

wheren is the-dimension of the system. As we will see below, a naive application of these
formulae may diverge in the channels; nevertheless, the formalism can be adapted. We will
limit the discussion to Hamiltonians of potential systems in which there is no mixing of
momenta and coordinates. For the operatdt’ewe make use of the relation [20]
. 2

(e Pty = e PHv [1 + k2 { ’88 V2V + 5 ((p V)2V +(VV) )} + 0(;74)] 1.7)
where the higher-order terms in the expansion can be found [21, 15]. (See also [22] for an
energy representation of the expansion.) To leading order, it is valid to re@at®)y, by
e #Hv where the Wigner transform of the quantum Hamiltoni#y is simply the classical
Hamiltonian.

In the evaluation of the Wigner transform of the projection operators (1.3), we need the
Wigner transforms of the unitary operatoiqg). This is discussed in detail in [17]; the
results for all possible group elements in two-dimensions are,

UDw(g,p)=1
U(oi)w(q, p) = whé(g:)8(p;)
272

Sir?(6/2)

(1.8)

U(Ro)w(q,p) ~ 8(q1)8(q2)8(p1)8(p2).
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The Wigner transform of the identity operator gives unity; the transform of a reflection
operator gives the delta functions of the position and momentum corresponding to the
symmetry plane; and, the transform of a rotation gives the delta functions evaluated at
the symmetry axis. (The third result is exact for= 7, otherwise it has higher-ordér —
contributions.) An additional property is that a group element in three or higher-dimensions
can be decomposed into a product of reflections and rotations in such a way that its Wigner
representation is simply the product of the Wigner representations of the reflections and
rotations [17]. This is a special property which arises from the fact that the reflections and
rotations are functions of mutually orthogonal coordinates. Using this, we obtain from (1.8)
the following relations for the three-dimensional operators

U(010203)w (g, p) = 7°h°5(q)8 (p)

33 S(as (1.9)
W@/Z) (@)é(p)-
The first of these says that the transform of the product of three perpendicular reflections
gives delta functions in all coordinates and momenta. The second says that the transform
of a reflection through a plane times a rotation about the perpendicular axis gives the same
delta functions. In both (1.8) and (1.9), the relative powek @quals the co-dimension of
the set of points left invariant by the group element. We follow [17] in constructing ‘class
heat kernels’

U(oRy)w(q,p) =

Z(g; B) = Tr(U(g)e ) (1.10)
so that
d
Zr(p) = ER > xn()Z(s: B (1.12)

8

The functions defined in equation (1.10) are ‘class functions’; they do not depend explicitly
on the group element but only on the class to which it belongs.

y
S, S

¢
'
1
'
¢ ;

Figure 1. The configuration space of the?y? potential. The light full curves are constant
energy contours aF = 0.1,1,3,5,--- and the four broken lines indicate the axes through
which the system has a reflection symmetry. The two heavy curves show the two shortest
periodic orbits in the system calculated &at= 1.
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Table 1. Character table of the groufy, .

I oxy o012 Rizpz Ry
A1 1 1 1 1 1
A 1 -1 1 -1 1
B1 1 1 -1 -1 1
B> 1 -1 -1 1 1
E 2 0 0 0 -2

2. The potential V = x?y?

The equipotential curves of this potential are shown as the light curves in figure 1. The
symmetry group iy, the same as that of the square, and consists of eight elements: the
identity {7}; reflections through the channel axs, o,}; reflections through the diagonal
axes{o1, o}; rotations by angler/2, {R,/,>, R_./2}; and, rotation by angle, {R,}. These
five sets of elements comprise the five conjugacy classes. It follows that there are five
irreps, four are one-dimensional and one is two-dimensional. The character table is given
in table 1.

We set out to calculate the five heat kernels corresponding to the five classes. In this
section we will only consider the leading-order term of (1.7). The integral corresponding
to the identity is then

1
W/dxdy dp, dp, e Pt (2.1)

where H = (p? + p?)/2 + x?y? is the classical Hamiltonian (and the Wigner transform
of the quantum Hamiltonian). This integral is extensively discussed in [13] where it is
shown that it has a logarithmic divergence; we return to this point below. According to
equations (1.6) and (1.8), the integral corresponding,tts given by

1 _ 1
Zog B~ G / dx dy dp, dp, € P h8 (y)8(py) = ‘/W / dx. (2.2)

Since thex integral runs from—oo to oo, this integral diverges even more violently than
(2.1). We will also return to consider this more carefully below. The remaining three class
heat kernels are well behaved. For the reflection through the diagonas@gxige change
variables tot = (x + y)/+/2 andn = (x — y)/+/2 so that

ﬁ / dé dn dp dp, € P xRS ()3 (py)
rd 1

ayw BV
The kernels corresponding to rotationsby2 andsx are trivial since all integrals are done
by delta functions leaving

ZRyz B)~3  Z(Ru B~ 3. (2.4)
We now go back and analyse, in greater detail, the first two integrals. The first was
studied by Tomsovic [13] but for completeness and consistency of notation, we review the
calculation.

Deep in one of the channels,> 1 for example, the theory using the Wigner transforms
breaks down due to the correction terms which are arbitrarily large. This can also be

Z(I; B) ~

Z(o1; B) &~
2.3)
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understood as follows. Truncating (1.7) at its leading term involves an assumption that for
short times one is free to ignore the dynamics so that the calculation involves only the local
value of the Hamiltonian. Usually this is not problematic, however, for the present potential
the channel effects violate that assumption; in one of the chamnels1 for example, we
can treat the problem adiabatically so that in jhdirection there is harmonic motion with
a frequency ofv, = +/2x. This frequency can be arbitrarily large and there is no time scale
over which the dynamics can be ignored. We overcome this problem by using an alternate
representation of the heat kernels based on the adiabaticity of the problem as introduced
in [13]. This is a complementary representation which is valid deep in the channels but
fails near the origin. We assume that there is a domain where both representations are
valid. Let Q be a value ofx in this domain. For the adiabatic representation to be valid it
must meet the condition that to be deep in one of the channels, in terms of dimensionless
quantities this isA = g4Q > 1. The condition for the Wigner function representation to
be valid ise = phQ « 1. These conditions are compatiblegt’“n « 1. Determining all
quantities in units of energ¢E), Q has units of E¥4), g has units of E~1) and/A has units
of (E®*) so that all the conditions mentioned are in terms of-dimensionless combinations.
We will use the Wigner representation in the squiate< Q, |y| < Q and the adiabatic
representation elsewhere. In analogy to (2.1), we define

1 27 (¢
Zo(I; B) = W?ﬂ /Q dx dy e #5° (2.5)

We have introduced the subscript 0 to denote that this is the contribution from the central
region around the origin. This integral can be calculated by the change of variables
u = /Bxy andv = x, so that the integrand is proportional to €x@?)/v. Calculating the

v integral first and using\ > 1, one finds

1
2013 )~ | o (loa@/p0% + 3) (26)

where y = 0.5772... is Euler's constant. Similarly, for the reflection operatgy,
integration of (2.2) between the limitsQ and Q leads to

[ 1
ZO(Uy§/3)= WQ (2-7)

To do the integrals in the channels we assume a local separation of the Hamiltonian
into a free particle in ther-direction and a harmonic oscillator in thedirection, with a
frequency which depends parametrically .on

2

1 w?
he = Zp2+ —=y2 2.8
Syt 5y (2.8)

Henceforth, we will use small letters to denote objects related to the local Hamiltbpian
It has eigenenergies, = (n + %)a),ﬁ and eigenstatelg,) which depend parametrically on
x. All the symmetry information concerned with the channel calculation is encoded in these

Table 2. Character table of the parity group.
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local eigenenergies and eigenstates. In particular, we are interested in the subg€@up of
which leavesy invariant and so maps the local eigenstates onto one another. This subgroup
is just the parity group with group elemens o,}. For completeness we include its trivial
character table as table 2. For fixedwe proceed in analogy to (1.10) by defining heat
kernels based on the local eigenvalues and corresponding to these two group operations,

(8, B) = Tr(UT (g)e )
= m(ger (29)

whereg is either the identity or the reflection element. The trace operator ‘Tr’ denotes the
local integral over they degree of freedom and can be found by summing over the index
n. Itis clear that the operatdif(g) is unity wheng = I and changes the sign of the odd
states whery = o, so thaty, (/) = 1 andn,(oy) = (=1)".

To evaluate the full trace, we note that the integralyinand y have already been
done implicitly in (2.9) so we only need to do theand p, integrals. Since this is only
one-dimensional, the prefactor of the integral has only one powerrbfahd we conclude

f o o -
Z.(g; B) = ?g}_l Z 1 (2) dp, dx @ B(P2/2+@n+DRx/V2)
n —00 Q

. (2.10)

_ 1 §
= f; W;n"(g)bz—}—l

where we have defined the factpe= exp(—BhQ/+/2). (We include a subscriptto denote

that this is the channel contribution.) We have also introduced a fggtatich represents

the number of channels which map to themselves under the action of the group element
g. When working with the identity element, all the channels map onto themselves and
fr = 4, when working with the reflection operater, the channels along the-axis map

onto themselves and, = 2. We now make use of the series identities

2n+1 2
£ 1|0 <1+§>:_Ioge+logz+e+0(€4)

—2m+1 2 “\1-¢ 2 2 24
) (2.11)
€+1 ) T € 63 o 5

E -1 =arctart = — — - + —

| e VR

where we recalk = B Q « 1. Using just the first two terms (we return to the third term
later) we conclude

1 EZ 22
ZI; B) ~— /nﬂ%“ Iog< ﬂ8Q )
[T 1
ZC(Uy; ﬂ) ~ 4,3354 - 27_[’3%2 Q

We add the results from the centre (2.6) and (2.7) to the channel results (2.12) to find

1 1
Z(I; B) ~ ‘/W (Iog<w> +y +8Iogz>
Z(oy; B) ~ /#- (2.13)

(2.12)
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Note that theQ dependence has cancelled from both results leaving a finite answer. (This
prescription actually overcounts some regions of phase space but the errors so introduced
are exponentially small im\.)

We have now calculated the five class heat kernels which we need. All that remains
is to compute their inverse Laplace transforms. In fact, we will not be interested in the
densitiesp(g; E) themselves but rather in their integralgg; E) which are given by

Z(g; ﬂ))
5 )

The inverse Laplace transforms are

N(g; E) = ,c—1< (2.14)

2
N(I; E) ~ §y2(4 logy + 4y + 14log 2— 8)

N(oy; E) ~ 2y?

r2(3) (2.15)

y
/1873
N(Rp2; E) ~

N(R:; E) ~ 3.

N(oy; E) =~

We have defined the-dimensionless scaled energy E¥#/R, which is a semiclassically
large quantity. If we explicitly include the massin the kinetic energy of the Hamiltonian
and a parameter in front of the potential energy then equation (2.15) still applies but with
y = (mY?E%%) /(«**h). To construct the integrated densities of states for each of the five
irreps, we adapt equation (1.11) by replacing the symB&olgith the symbolsV,

Nz(B) = % > Xk(@N(: B) (2.16)
8

which written out explicitly is

Na1(E) 1 1 N(I; E)

Na2(E) 111 -2 2 -2 1 N(oy; E)

Npi(E) |==-11 2 -2 -2 1 Ny E) |. (2.17)

v E) | Bl1 2 2 2 1 )| NRezE)

Ng(E) 4 0 0 0o -4 N(Ry; E)
We further note that the inverse Laplace transforms imply that all the functions are zero for
negative energies. The first of the relations (2.15) is the average integrated density of states
summed over all irreps as found by Tomsovic [13]. These are just the leading order results
in an asymptotic semiclassical expansion, however, we will show in section 4 that they are
good up to and including terms in(@/y). Additionally, these results are consistent with
unpublished results [9, 23].

For typical two-dimensional potentials with finite phase space volumes, the term

N(I; E) scales as /h%. The prefactor of that term in (2.15) has this scaling but there
is a further logarithmic dependence anwhich causes it to grow somewhat faster. This
logarithmic factor arises from the fact that the integral in (2.5) diverges logarithmically
with 0. One must be careful in discussing ‘orders’ when expressions involve logarithms
of large quantities and for practical purposes, the non-logarithmic term 44log2— 8
represents an essential correction, as discussed in [13]. Based on equation (1.8), we expect
terms involving reflection operators to be weaker by a relative powérasfd therefore to
scale as Jh. This is not true forN (o,; E) which is amplified by a factor of /& so that
it is of the same order as the non-logarithmic termMi/; E). The fact that it has been

2 2 2
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amplified by a full power of 1# can be traced to the fact that the integral (2.2) diverges
linearly with Q. Therefore, rather than being a relatively weak correction, this reflection
operator is almost leading order in its effect. In particular, the approximate relation that
the fraction of states in irre® is approximatelydz/|G| fails in general, since it comes
from considering just the identity operator. (However, it is valid for férep which is
independent of that reflection class.) A similar behaviour is also apparent in the related
problem of the hyperbola billiard [24, 4]. The other reflection class funchige,; E) does

scale as I as we expect for normal reflection operations. The two rotation classes also
behave normally [17], being constants independerit.of

3. Numerical comparison of two dimensional results

We numerically diagonalized the quantum Hamiltonian for each irrep by using appropriately
symmetrized bases with 200 harmonic oscillator wavefunctions in bothxthend y-
directions and withh = 1. To make the comparison more explicit, we convolved the
numerically obtained density of states by a Gaussian of wigth

1 (E - En)2
2w w? ;exp(— 2w? )
The integrated density of states is then obtained by replacing the sharp steps at the quantum

eigenvalues by the corresponding error functions. For largthis convolution washes out
all oscillations leaving just the average behaviour.

PrR(E) = (3.1)

150 ;
/
100 4
N(E) o
50 A2
A B, B,
0 ==
0 20 . 40 60

Figure 2. The full curves indicate the smoothed density of states for each of the five irreps as
found numerically. The broken curves are the corresponding analytical forms derived in this
paper.

In figure 2 we show the results for all five irreps with a smoothing widtk= 3. The
full curves are the numerics and the broken curves are the analytical forms. The first thing
which is apparent is that there is a great distinction betweer thend B; states compared
with the A, and B; states, resulting from the large contribution/éfo,; E). Between each
of these pairs there is a much smaller splitting dueVt@; E). The deviations between
the full and broken curves are completely numerical in origin and arise from the finite



542 N D Whelan

basis used in determining the quantum eigenvalues. Due to the channels, the eigenvalues
converge very slowly with increased basis size. It is interesting to note that the irreps which
are odd with respect to reflections through the channels are better converged. Being odd,
they are less sensitive to the effects of the channels and are therefore less prone to error.
Nevertheless, their error is still dominated by channel effects as we will demonstrate. The
other three irreps are not odd with respect to both chanrdglsuid B; are even with respect
to both channels and thé states can be chosen as even with respect to one and odd with
respect to the other). All three of them fail at approximately the same energy~of18.
The number of accurate eigenvalues is approximately 33 faand B; and 45 forE (recall
that E is doubly degenerate so the number of independent eigenvalues obtained is half the
number of states plotted). This is rather dismal considering the 40 000 oscillator states used.
The irrepsA, and B, are accurate up to energies ndar: 60 representing approximately
115 states each.

It is also interesting to numerically isolate the contributions from the various classes and
compare them with (2.15) directly as done in [17]. The matrix in (2.17) is readily inverted
due to the orthonormal property of the characters with the result

N(; E) 11 1 1 1 Na(E)

N(oy; E) 1 -1 1 -1 0 Nao(E)
N((T]_; E) = 1 1 -1 -1 0 NB]_(E) . (32)

N(Ryz2; E) 1 -1 -1 1 0 Np2(E)

N(R;: E) 11 1 1 -1 Ng(E)

This can be written compactly as
N(g; E) =) nr(g)Ng(E) (3.3)
R

where the factorg)z(g) are defined in (3.2) and can be thought of as the inverse of the
group characters. In figure 3 we pIdi(/; E), N(oy; E) and N(R; E) from the theory

and with the numerical eigenvalues combined according to (3.2). As mentioned, the first
is just the total number of states. The third is shown in its own panel since its value is of
a very different scale than the other two. They all fail arounhd: 18 which is consistent

with the previous figure N (R, ; E) depends on very fine cancellations and is more sensitive
to small errors so it is consistent that it produces noticeable deviations at a slightly smaller
energy than the other two. Equation (2.15) predicts a flat lineM@R,; E), the structure

at smallerE comes from the convolution (3.1) which is applied to the analytical forms as
well as to the numerical data.

The other two conjugacy classes behave very differently; we plot these results in figure 4.
The upper panel show¥ (o1; E) and the lower panel showS (R, 2; E). For the lower
panel, we choose two different smoothing widths, the relevance of which we discuss below.
For now, consider the comparison between the smooth full curve and the broken curve in
each case. The results are now accurate up to energiEsx0800 or more than 40 times
the range observed in the previous figure. This indicates that the numerics are, in some
sense, better than a quick study of figure 2 would indicate. Although the various irreps
are individually prone to error even at relatively modest energies, these errors are very
correlated so that appropriate combinations cause them to cancel. In fact, this is apparent in
figure 2 since the paird; and B; and alsoA, and B, deviate from their expected behaviour
in very correlated manners. From (3.2) we see that Bot; E) and N (R,/2; E) involve
the differencesV,1(E) — Np1(E) and N4o(E) — Np2(E) and the systematic effects cancel
for these two classes. Since the numerics agree with these functionsAip=t800, it is
reasonable to associate all the numerical errors Witlf; E) and N (oy; E), i.e. with the
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250

200 -

N(E) 50 I
100 |

50 o —
0 f f

0.2 R,
N(E)

0.1 +

0.0 : : :
0 5 10 15 20
E

Figure 3. Top: the upper pair of curves indicates the functdé¢/; E) which is the total density
of states. The lower pair showé(c,; E). In each case the full curve comes from the numerics
and the broken curve is the analytical form. Bottom: the sameVi@R,;; E).

NE) | O /
o.: i ‘WM}'H}\,\M
w LN
00 | U MIJJ}VJ\H(J’
o 00 40 g ™ 800 1000

Figure 4. The same as the previous figure except that the upper panel indi¢ésgsE) and
the lower panelV (R, /2; E). The solid oscillating curve has with a smoothing width of 3. The
other full curve and analytical broken curve have smoothing widths of 30.

channels. This is obviously true for the irregs, B; and E, however, it is also true for
the odd irresA, and B,. Their staircase functions fail @& ~ 60 which is better than the
other irreps but still very much smaller than the clasS&sy; E) and N(R,2; E).
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We now briefly discuss the oscillatory structure visible in the bottom panel of figure 4.
This type of structure was also observed in [17] where it was explained in terms of fractions
of periodic orbits [25]. In this example, the structure arises from the square-like periodic
orbit shown in figure 1. After completing one quarter of a cycle, the trajectory is related to
its initial point by a rotation of angle /2. This quarter-orbit then contributes an oscillatory
contribution to the functioVv (R, ,»; E). This is a scaling system whose classical mechanics
is independent of energy, after appropriate scalings. In particular, the period of an orbit
scales ag” o« E~* which explains the growing wavelength with energy. Additionally, the
smoothing suppresses the oscillatory contribution by a factor proportional {e-ex4¥2/2)
which explains why the amplitude of oscillation increases with energy. At the highest end
of the energy range, one sees the contributions of higher repetitions—for example, three
quarters of the square orbit will also contribute MR ,2; E). The functionN(R,,; E)
receives contributions from fractional orbits which map to themselves under reflection
through the diagonal. Examples of this include the diagonal orbit after a half period and
after a full period. Such structure is visible at the upper end of the energy range but is less
apparent than in the bottom panel because of the different vertical scale.

A similar structure also exists for the other classes but it is not visible due to the short
energy range availableV (R, ; E) receives contributions from one half of the diagonal orbit
and one half of the square orbi (o,; E) receives a strong contribution from the almost
periodic family of orbits corresponding to the adiabatic oscillation deep in the channels
(actually, from the fractional periodic family which has one half the period). This is a
non-standard contribution due to the intermittency, such effects are discussed in [4-7].
The functionN (I; E) receives contributions from all the complete orbits but not from any
fraction of them. The periodic orbit theory of this system has been discussed in detail in
[5] and the references therein, so we forego a more detailed discussion.

We conclude by applying the expansions to develop a crude semiclassical quantization of
the system. The true quantum staircase functions change discontinuously from one integer
value to the next at the energy eigenvalues. Any finite approximation to this staircase
function will induce a smoothing so that there are no exact discontinuities; we then estimate
eigenvalues by where the approximate staircase function passes through half-integer values.
In particular, this quantization condition reproduces the eigenvalues in the limit that the
approximation approaches the true staircase. We use this algorithm with the integrated
Thomas—Fermi density of states as the approximation. This is an admittedly poor way to
estimate quantum energies but we include a discussion for two reasons. The first is that it
serves as a benchmark for other semiclassical quantization schemes. Another approximation
is particularly useful if it can give numbers which are significantly better than those from the
Thomas—Fermi quantization. For example, in table 3 we also show the results of a recent

Table 3. The first three exact quantum energies of each irrep (ex) compared to the quantization
from the integrated Thomas—Fermi density of states (tf) and the semiclassical results of [11]
(sc).

1 2 3

A1 A2 By By E A1 A2 By By E A1 A2 By By E

ex 0.698 3.157 1.925 5.087 1.498 2.214 5.842 2.994 7.227 2.579 3.140 7.415 3.871 8.958 3.464
tf 0.881 3.438 1.856 5.147 1.573 2.196 5.728 3.037 7.353 2.628 3.131 7.364 3.935 8.959 3.405
sc 0.612 3.077 1.889 4.996 1.460 2.278 5.769 2.705 7.115 2.408 2.697 6.669 3.888 8.404 3.000
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Table 4. The first 12 exact quantum energies compared to the quantization from the individual
Thomas—Fermi terms for each irrep (tf) and to the quantization from the total integrated Thomas—
Fermi density of states (tf") without regard to symmetry decomposition.

1 2 3 4 5 6 7 8 9 10 11 12
Al E E B1 Al E E B1 Al A2 E E

ex 0.698 1.498 1.498 1.925 2.214 2579 2579 2.994 3.140 3.157 3.464 3.464
tf 0.881 1.573 1573 1.856 2.196 2.628 2.628 3.037 3.131 3.438 3.405 3.405
tf 0.795 1.296 1.656 1.957 2.221 2.461 2.682 2.889 3.085 3.271 3.448 3.619

guantization based on a semiclassical treatment of the heat kernel using imaginary time
trajectories [11]. (Note that they uséd = x?y2/2 so that their energies have been scaled

by 213 for a comparison with the convention of this paper. Also, their definitiong.adind

B, are switched relative to those here.) Their treatment typically captures the ground-state
energies better, but the Thomas—Fermi quantization is usually better for the first two excited
states. This implies that their method is most effective for the ground state and less so for
higher excited states—in agreement with their own conclusions. For completeness, we also
mention that Martengt al [10] used an adiabatic separation together with a semiclassical
approximation to achieve much higher accuracy but at the price of incorrectly predicting
too many degeneracies such that their results only work well after averaging.

The second reason for considering the Thomas—Fermi quantization is to provide an
example of the importance of symmetry decompositions. In table 4, we compare the results
using the Thomas—Fermi formulae for the separate irfépgE) with the total density of
statesN (I; E). The results for the first 12 states, as sorted by energy independently of
irrep, are presented in table 4. Numerically, the quantization uSiag E) is competitive
but it has two serious draw backs. The first is that even for those states which are
well reproduced, we have no way of knowing to which irrep to assign them without the
symmetry decomposition. Secondly, by definition it cannot reproduce correctly the two-
fold degeneracy associated with thestates—this degeneracy is implicit in the quantization
based on the individual irreps.

4. Higher-order considerations

It was stated in section 2 that the results quoted are accurate up to and beyond constant
terms. We will now demonstrate this by discussing the corrections to each of the class
functions. The discussion will be based on keeping the next order term in the relation (1.7).
The approach is to insert this expanded version into the trace integral (1.6) together with
the Wigner transform of the group element under consideration (1.8) to get the higher-order
corrections to each class. We first dispense with the two rotational classes. Upon inverse
Laplace transforming, the various powers gfcorrespond to derivatives as a function of
energy—which can be brought outside of the phase-space integral used in calculating the
trace. However, the resulting phase-space integral is independent of energy (except at
E = 0) due to the delta functions in the coordinates and momenta. Thus, there is no
contribution at finite energy. This is true to all orders in both expansions (1.7) and (1.8).
This point is discussed more extensively in [17]. We conclude, therefore, that the two
rotation classes do not have higher-order corrections at non-zero energies.

The expansion (1.7) is in even powersho$o we would expect that the remaining three
classes have corrections of ordeér relative to their leading-order behaviour. This would
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imply constant terms for the identity and the channel reflection and a term of ofger 1
for the other reflectiongy. In fact, for different reasons, none of these are realized. For
the reflection class, the correction of order /ly vanishes, as we will show below. For
identity and the channel reflection, the expansion is actually in powel$,afot /2, so

the first corrections are two powers ofweaker than one would expect (ignoring possible
logarithmic dependencies [13]) and in this case th&*Din (1.7) should read @?).

Starting with the reflection class;, we use the coordinates and n as in (2.4) and
introduce the expansion (1.7) into the trace integral. The presence of the delta functions in
n means that we only need to explicitly determine the various terms in (1.7) as functions
of £. Noting thatV = (2 — »%)?/4, one finds

V2V |0 = 282 (VV)?|,m0 = £° (PV)?V|)=p,—0 = 3pZ&>. (4.1)
The first of these contributes t6(o1; 8) an amount
mh 2 4 EZ,BZ F(g) —
| dpg dg e PPE/2HE/D (—V2V> = — 4 g3, 4.2
o | e L L (42)

The other two correction integrals are equal to each other and are one half in magnitude to
the first. Due to the relative sign, the sum of the three cancels identically and there is no
contribution to this order. The next-order contribution is at mo&t®Q It is amusing to

note that if we take/ = £/4 and repeat the calculation in one dimension tRéW = 3£2

while the other two terms are unchanged. The terms do not balance and we obtain a non-
zero result. We conclude that in spite of the delta functions, the second degree of freedom
plays an important role for the reflection classes.

For the remaining two classes, identity angwe do not present the detailed calculations
but rather argue that the corrections are smaller than constaterms as stated in
[13]. There are various sources of correction: the higher-order analysis in the region
around the origin; the higher-order analysis in the channels; the higher-order terms in
the expansions (2.11); the paramettidependence of the adiabatic eigenstaggs$; and,
corrections from the Baker—Campbell-Hausdorff expansiomeﬂppf/2+p§/2+x2y2)) ~
exp(—Bp2/2) exp(—B(p3/2 + x*y?)) implicit in the adiabatic calculation. Each of these
give corrections which are, in principle, dependent on the parangetétowever, term by
term the Q-dependence must vanish, as we have seen above, leaving factors independent
of Q. For example, the higher-order corrections in the region around the origin give factors
which grow quadratically and cubically witlp for the identity ando, respectively. This
fact is in accordance with the discussion in the opening paragraph of section 2 where it was
stated that the correction terms are arbitrarily large. However, these terms are cancelled by
the third terms in the expansions (2.11). In fact, all correction terms which beha® as ~
are Q-dependent and must be cancelled.

As an example of higher-order terms which are mdidependent, we consider the
contribution to the corrections arising from the channel calculations. Each of the terms in
the sum (2.10) can be thought of as arising from an effective Hamiltoniangiven by

H = i + @ty
n 2 \/é
The effective potentials have two important properties, they are proportiofahtol they
are linear inx. The first implies that the expansion (1.7) will involve higher power.of —
The linearity inx implies that the only non-zero correction term is

@+ 1?2,
R

(4.3)

(VV)? = (4.4)
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so that the correction to (2.10) is

ZM(g: ) = 813;

We now make use of the series identities

2
Y+ vt = S = Sk 0

BYR Y na(g)(2n + HEX L, (4.5)

1-¢27 12 .6)
Z( 1)"(2n + D> = §1-£9 =0+ O(e) |
14822

where we use = BhQ « 1. Reintroducing the prefactor of (4.5), we conclude that up to
constant terms in (4.6), the corrections from the channel calculation are
Z2"(I; B) ~ ! + poRe and Z>"(oy; B) =~ 0. (4.7)
¢« 12,/7 A2 144/ © v ' '

We are most interested in the second term of the first equation since it is independent of
Q. Taking its inverse Laplace transform implies a contribution—df/(2887y?) to the
identity class which is four powers df weaker than the leading term. We do not claim
that this is the only contribution to the correction but do claim that it is representative in
its & dependence. The correction terms to both the identitycgnclasses are weaker than
1/y. In [13] the author states the correction for the identity actually behaves ag¥ég

One has the freedom to consider an exponentiated version of (1.7) in which the
corrections are in the exponential [15]. It turns out that the correction %éfii then
regularizes the resulting integrals [26]. However, this leads to results which are not the
same as what one finds using the adiabatic separation in the channels. For example, for the
reflection elementry, the integral to be done is

1
(271h)2 2p8%h*

which is obviously not in agreement witZ(o,; g) of (2.13). The reason for the
disagreement is that theintegral in (4.8) cuts off at values of order~ 1/h8. However,

at this value ofx the higher-order corrections have similar numerical values and it is
inconsistent to neglect them. In contrast, using the adiabatic separation we only evaluate
the integral out to a valu® « 1/h8 and it is consistent to neglect higher-order terms.

All of the conclusions of this section about the higher-order corrections are consistent
with the numerical data [27]. However, since all the corrections are small it was impossible
to actually extract any of them numerically. It should also be mentioned that the various
expansions are asymptotic and typically diverge in a manner controlled by the shortest
periodic orbits in the system [28]. In this case, however, one could imagine that it is rather
the adiabatic separation which controls the divergence of the series. This would be an
interesting issue to explore, however, the proliferation of contributions to the correction
terms make this a rather difficult series to expand. On the other hand, the fact that it is
apparently a series ih* might mean that fewer terms need to be evaluated before the
divergence manifests itself.

/ dr dp, e Pri/2-FTex/a _ (4.8)

5. The three-dimensional generalization

In this section we discuss the three-dimensional potemtiat x2y? + y2z2 4+ z%x2. This
is the potential which actually appears in the zero-dimensional limit ofS#i€2) Yang—
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Figure 5. Left: an equal energy contour of the three-dimensional potefitial x2y2 + y2z2 +
z2x? showing the six channels along the three axes. Right: an octahedron with the relevant
points labelled for the description of the group elements.

Mills equations. The symmetry group is that of the octahedral group in which we allow
spatial inversions—the extended octahedral group. In figure 5 we show a three-dimensional
constant energy contour of the potential and also an octahedron whose vertices are aligned
along the channel directions. In total there are 48 group elements organized into 10
conjugacy classes. This group is the direct product of the inversionless octahedral group and
the inversion parity group. The first of these is composed of 24 group elements organized
into five classes [29] and we start by enumerating these. First, there is the identitych

is in a class by itself. There is a class of six elements involving rotationgshy2 about

any of the three axes, such Bs ,». Similarly, there is a class of three elements involving
rotations byz about these axes, for exampk .. There is a class of eight elements
involving rotation by+2x/3 about any of the face—face axes, suchRas,,s. Finally,

there is a class of six elements involving rotationsrbgbout any of the the six edge—edge
axes, such a®; ,. We refer to these classes @g to Cs respectively. This group has five
irreps and the character table is the top left quarter of table 5.

To construct the full group, we multiply representative members of each class by the
inversion operatior = o,0,0;. The effect of this is to map the identity to the inversion
elementZ and to map each rotation into either a single reflection or into a rotation times
a reflection; this induces five additional classes. The elemarig in a class by itself.

Table 5. Character table of the extended octahedral group. The number in brackets at the top of
each column indicates the number of group elements which belong to that class. Representative
members of the various classes are described in the text.

C1 C; C(C3 C4 Cs C:/L Cé Cé Cﬁl Cé

wm ®& & ® ®6 @O © ) ® ©
r 1 1 1 1 1 1 1 1 1 1
r. 1 -1 1 1 -1 1 -1 1 1 -1
rs 2 0 2 -1 0 2 0 2 -1 0
r, 3 -1 -1 0 1 3 -1 -1 0 1
s 3 1 -1 0o -1 3 1 -1 0o -1
r 1 1 1 1 1 -1 -1 -1 -1 -1
r, 1 -1 1 1 -1 -1 1 -1 -1 1
r; 2 0 2 -1 0 -2 0 -2 1 0
r, 3 -1 -1 0 1 -3 1 1 0 -1
rg 3 1 -1 o -1 -3 -1 1 0 1
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Composition of the second class withgives a class of six elements which are rotations by
+m/2 through an axis times reflection through that axis, sucR,ag»o.. Composition of
the third class withz gives the reflection elements about the three planes, sueh ache
fourth class becomes a product of a rotation about a face—face axis times a reflection through
the perpendicular plane, such &5 ,,/30,. Finally, the fifth class becomes reflections
through planes defined by the edges and vertices. An example is the plane defined by the
point 1 together with the vertices at positive and negativeNe call reflections through
this planes;. We denote these five additional clasggs-C; respectively. The addition of
these classes doubles the number of irreps and the full character table is shown in table 5.
We recall that in the two-dimensional problem we needed to consider the subgroup
which mapped a single channel onto itself—in that case it was the parity group; we do
the same here. The eight group elements which map the changell (for example)
onto itself arel, o, ;, 023, Ry +x/2 @and R, , and these belong to class€s, Cj;, Ci, C>
and C3 respectively. ¢, 3 are defined in analogy te;; they are reflections through the
two planes defined by the vertices at positive and negativand the midpoints of the
two edges connecting thevertex to the positive and negatiyevertices.) We can expect
the integrals associated with these elements to be problematic and to possibly require the
adiabatic matching used in section 3. Together these eight elements comprise the subgroup
C4, Which is, of course, the group we studied in the two-dimensional problem.
In all calculations of this section, we work only to leading orderizin We start by
studying the five classes which do not require an adiabatic analysis. The(glasgolves
three orthogonal reflections while the claségsandC, involve rotations and perpendicular
reflections. Their Wigner transforms are given by (1.9) and are trivial to integrate since they
involve delta functions of all the quantities. Their contributions @re and § respectively.
The classC, involves rotations through the face axes. For rotation hy2through the
point a, we define a change of variables

e luyan ot 1
RV A =6 2

so that the potential along theaxis isV = £4/3. We then use the third equation of (1.8)
with this choice of variables to find

rG) 1

(2x+y—2) ¢ (y+2) (5.1)

Z(Cy; B) ~ Joaan B (5.2)
For rotation byr through the point 1, we define a change of variables
_ 1 _ 1 = 5.3
5—72(x+y) n—Tz(x—y) =z (5.3)
so that the potential along theaxis isV = £4/4. We then find
ré) 1
Z(Cs: B) ~ 8% o (5.4)

We now consider the more interesting classes which map at least one channel onto
itself. We earlier suggested that the integrals corresponding to them might be problematic.
In fact, this is true for all of them except the identity whose integral converges without such
an analysis. Therefore, we do it first,

1
g (5.5)

/3273 IR
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(The p integrals are done trivially and the spatial integrals can be done by use of cylindrical
coordinates.) The convergence of this integral is due to the fact that deep in one of the
channels, the energetically accessible area pinches offx&s Which is integrable. The
analogous integral in two-dimensions pinches off As &nd is not integrable.

For reflection inz, which is a member of th€’; class, we use equation (1.8) inside a
cubelx| < 0, |yl <0 andlzl < Q and so define the following integral,

! /oo dp,dp eﬁ(PfﬂDf)/Z/Q dx dy e,ﬁxzyz (5.6)
2 (2nh)? x UPy i )

Other than the factor of one half, this is the same integral we evaluated to get the total
density of states in the two-dimensional problem. The result is given by (2.6) so that

Zo(o,; B) ~ ,nﬁl?%“ (IogQ + Iogﬁ1/4+ 215 Iog 2> (5.7)

Reflection inos, which is a member of th€’; class, requires a more complicated calculation.
We define a change of coordinates so that (z 4+ y)/+/2 and¢ = (z — y)/+/2 and then
use equation (1.8) with the delta functions actingand p, so that the integral to be

evaluated is
ﬁQ 2,2 4
ﬂh‘z,/ dx/ dny e P /4, (5.8)

We have done the trivial momentum integrals and have noted that by its definjtiwss

a different integration range than This integral can be done in a manner analogous to
(2.5), we define integration variables= xn andv = n. Doing thev integration first and
using Y40 > 1 one arrives at

Zo(os; B) ~ /4 ’313_4 (Iog 0 +logp¥t+ ¥ 215 Iog 2) (5.9)

Rotation byr /2 about thex-axis is a member of th€, class and implies delta functions
in the other two variables so that the integral to be done is

1
Zo(Ray2: B) = ;= / dp, e Pr/2 / dx

1
271 Bh?

Rotation byz about thex-axis, which is a member of th€s class, involves an integral
which is identical except for a factor of two from the %ify/2) factor in (1.8). Therefore

[ 1
Zo(Ry; B) = WQ (5.11)

6. Channel calculations in three-dimensions

Zo(oz: p) =

Zo(os; B) =

(5.10)
0.

In this section we evaluate the contribution of the channels in three dimensions. As discussed
before, this is is only necessary for some of the group elements. In analogy with (2.8) we
define a local two-dimensional Hamiltonian as

1 w2
hy = é(pﬁ +p)+ E)‘(y2 +2%) + y%2? (6.1)
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where agairnw, = +/2x andx is assumed large. Deep in the channel, the final term can
be thought of as a small perturbation which has virtually no effect on the eigenenergies. If
that term were completely absent, the local Hamiltonian would hav8laf2) symmetry
corresponding to a two-dimensional harmonic oscillator. The eigenvalues of the Hamiltonian
would then bee, = (n + Dhw,, each with a degeneracy ¢i + 1). The degenerate states
can be labelled by the rotational quantum numherhich runs from—n to n in even
increments. The perturbatiop?z? will not affect the energies in a significant manner
but will act to break-up the degenerate collections of states into specific irrefs, Gfs
follows. All states with oddn correspond to thé& irrep. Them = O states are allt;. For

m non-zero and divisible by 4, the states are eitheior B, (corresponding to c@s:6) and
sin(mo) respectively). Otherwise, ifz is even but not divisible by 4, the states are either
A, or By (corresponding to sim6) and co$m6) respectively.) We then define local heat
kernels corresponding to the five irreps by adding the contributions of all valuesvih

the appropriate degeneracy factor for each irrep so that

ZAl(/S) = Z |:n1_4i| e—ﬂf_th(n-kl)

n=even

z5,(B) = Z [%] g Blhox(n+1)

n=even

42 (6.2)
n —
28,(B) = z4,(B) = Z [4} e~ Blo.(n+1)
n=even
x(f) = Y (n+ e ot
n=o0dd
where [] is the largest integer less than or equaktoCollectively these are
[e¢]
2r(B) = ) cr(me Phoxt+D (6.3)
n=0
wherecg (n) are degeneracy factors defined implicitly in (6.2).
To evaluate the traces, we integrate over the remainidgpendence
1 > Bp2/2 > BRN2(n+1)
Z = _—— dp, e PPx dxe” X
&(B) Zﬂh;czem)f_m p /Q
1 n+1
A WZCR(H)H—F:L (6.4)

where we have definetl = exp(—+/281 Q) ~ 1 — /28R Q. (Note that this is different by

a factor of 2 from the analogous variable in two-dimensions.) This discussion is in terms
of the local irreps; what we really want, however, are the local class heat kernels. We can
obtain these by appropriate combinations of the irreps as in (3.3) to arrive at the class sums

n+1

S(g; ﬂ)=2c<g,n>f+l.

For the moment we omit the prefactor of (6.4), this will be reintroduced later. The
degeneracy factar(g, n) corresponding to a group elemenis found by adding together
the degeneracy factors (n) with the appropriate weightings as given by (3.2), i.e.

c(g.n) =Y nr(g)cr(n). (6.6)
R

(6.5)
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We start with the identity element. As mentioned, a channel calculation is unnecessary,
however, it is instructive to see that this is manifest in the calculation itself. Comparing
(3.2) with (6.2) it is apparent that(/, n) = n + 1 so that

oo %.
. _ n+l __
SU: p) = HE_OE =1 ¢
= 1 (6.7)

V28RO
We now reinsert the prefactor of (6.4) and also an integral factor representing the number of

channels left invariant by the corresponding elemgntas in two-dimensions. We trivially
have f; = 6 so that the channel result for the identity element is

3 1
V27 Y220

Comparing this result to (5.5), the present contribution is very much smalp40 > 1
which is precisely the limit we are considering. Therefore, we confirm that no channel
calculation is necessary for the identity element.

We next consider the reflection element It is in the same class ag so comparing
(3.2) with (6.2) we conclude(o,,n) = 1 whenn is even and 0 whem is odd. The
calculation which must be done is

Z.(1; B) ~ (6.8)

EnJrl 00 EZerl
S(“z;ﬂ)zn:;ennﬂz,;%ﬂ )
o~ 1Io V2 |
72 9(13@)

where we have used (2.11) and the approximation immediately below (6.4). Note that
». = 4 sinceo; leaves four channels invariant, so that

1 2
Z (o35 B) =~ WOOQT;}; —log Q) (6.10)

Recalling now the corresponding result for the central region (5.7), we conclude that for

the classCs,
, [ 1 1
Z(C3 By~ L6059 (Iog (ﬁ%“) +y +4log 2) . (6.11)

This is independent 0 as we expect.

The equality ofzg, andz,, in (5.7) implies thatS(os; 8) = S(o;; B) (since they both
equalzs, —zp, from (3.2)). The only difference in the subsequent calculation is fhat 2
so that the channel result fog is one half of that fors, (6.10). We combine this result
with the result from the central region (5.9) to conclude

1 1
Z(CL: B~ | 6 BT (Iog <ﬂ3ﬁ4> +y + 8log 2) . (6.12)
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For rotations byr/2 about thex-axis we note that(R; /2, n) = (—=1)"/2 for n even and
is O for n odd so that

52m+l

< om 11

rctant (6.13)
_phQ

V2

Il
2
~
|
N
3

. %-nJrl
S(Razi )= ) (120

n=even

3
I

|
)

&

N

where we have again used (2.11). We now note that only two channels are left invariant
implying f&,, = 2 so that

1
Ze(Ruyzi ) ~ /16;354 g (6.14)

We now combine this with the calculation from the central region (5.10) to arrive at

Z(Cx p) ~ | % (6.15)

The final class isC3 of which a rotation byr about thex-axis is a representative
member. We then havg R, , n) = (—1)" so that the relevant calculation is

S(Rei ) =) _(-1'g"tt =
n=0

1+
5 _ (6.16)
2 V2
We again havefg. = 2 so that the result of the channel calculation is
1 1
Z-(Ry; B) =~ = . 6.17
(R ) \/47t,33h4 \/Snﬁh_zQ (6.17)

Combining this with the calculation from the central region (5.11) we conclude

1
Z(C3 B) ~ /W. (6.18)

The final analysis we will do is to find the inverse Laplace transform of the various
relations and thereby express them in the energy domain. The 10 results as a fungtion of
are scattered over the previous two sections. As in the two-dimensions, we go directly to



554 N D Whelan
the integrated densities of states by use of (2.14). The result is
16r2(}) ,

273

N(Ci: E) ~
N(Cz E) ~ 3y
N(CsE)~ —y

N(Cx By~ ——2y

N(Cs: E) ~ (6.19)

N(C}; E) ~
N(Cy; E) =

1
N(Cy; E) ~ §y2(4 logy + 4y + 10log 2— 8)
N(Cj E)~
1
N(Cs; E) ~ 6—y2(4logy + 4y + 14log2— 8)
7T

where again we use the semiclassically large quantity E¥4/h. For comparison, we
remark that for generic potentials, use of (1.8), would imply that the first term scales as
the following four asy, the set{C}, C}, C;} asy°, and the se{Cj, Ci} asy?.

The leading-order behaviour, as given by the first expression, scales generically with —
There are no other terms which are competitive with it so the relation that the fraction of
states in irrepR is approximatelyd2 /|G| and is valid. As mentioned, the reflection classes
C; and C; are amplified somewhat, having a logarithmic dependencg wnaddition to
the 1/h2 prefactor. This is in analogy to the total density of states of the two-dimensional
problem. In fact, the clas€y is, within a factor of four, the same as the total density of
states in two-dimensions. Two of the rotation classes are amplified/bysd that they
scale as fh%. This makes them competitive with the reflection classes (since, as argued in
the two-dimensional problem, the logarithmic term is a rather weak amplification). This is
analogous to the behaviour of one of the reflection operators in the two-dimensional case.

In figure 6 we show the integrated densities of states found from using the results of
(6.19) combined according to the projection relation (2.16) and using the characters of
table 5. It should be remarked that this may not be entirely consistent since the leading
order terms might have semiclassical corrections which are of the same order or larger than
the smallest terms we are considering. However, the point of this section is not a systematic
semiclassical expansion but rather a study of the symmetry effects. The structure now looks
more typical; irreps of the same-dimensionality have roughly similar numbers of states with
slight differences arising from the contributions of the other group elements. In particular,
the largest four curves are the four three dimensional irreps and the differences among them
arise from the terms of order log y andy?; the largest of these curves belongsto The
middle two curves belong to the two-dimensional irreps and the smallest four curves belong
to the one-dimensional irreps. The largest of these is the trivial iFsephis is reasonable
since it receives positive contributions from all the classes.

In figure 7 we show the same data but on a smaller energy scale. At the right edge of
the figure ¢ = 35), the curves are ordered the same as in figure 6 (i.e. their asymptotic



Symmetry decomposition of potentials with channels 555

20000

15000
N(E)

10000

5000

Figure 6. The average densities of states for each of the 10 irreps of the poté&htial
x2y2 + y222 4 z2x2. From greatest to smallest the curves describe the ifgpss, I'y, s,

I's, Fé, Iy, l"/z, Iy and 1—‘1.
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Figure 7. The same as figure 6 but on a smaller energy scale to show the curves crossing at
small energies. AE = 35, the order of the curves is the same as that described in the previous
figure caption.

ordering). However, it is clear that there is a lot of crossing of these curves at lower
energies. This is because for moderate energies the contribution corresponding to identity
in (6.19) does not dominate the others. Additionally, in calculating the functions for each
irrep via (2.16) we must sum over all the group elements and so the contribution of any
given class is amplified by the number of elements in that class. The identity class only has
one element but the classes which contribute to next ofder.Cs, C3, Ci}, have six, three,

three and six elements respectively. As mentioned, it is difficult to calculate many accurate
eigenvalues when a potential has channels and this is especially true in three-dimensions.
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Therefore, the non-asymptotic behaviour in figure 7 is relevant to any numerical study since
the results will probably all be in that energy domain.

7. Conclusion

We have shown that the symmetry reduction of the Thomas—Fermi density of states discussed
in [17] is easily generalized to more perverse systems where direct use of the Wigner
representation fails. In two-dimensions, the symmetry decomposition introduces essentially
leading order contributions to the densities of states of the one-dimensional irreps. The
results were verified numerically and seen to work well. However, the problem studied is
numerically very difficult and only a handful of states of each irrep are reliably calculated.
Nevertheless, certain combinations of the densities of states are found to be accurate to very
high energies even though the density of states of each individual irrep is not. This effect is
noticeable only by studying the class functions derived here and would not otherwise have
been apparent, thus, underlining the importance of symmetry decompositions. We have also
shown that the corrections inare anomalously weak, being smaller thath O

In three-dimensions, we find that the symmetry decomposition does not introduce terms
which are essentially leading order. However, there are still interesting effects; two of
the reflection classes have a logarithmic dependenceé bayond what one might have
expected and two of the rotation classes have an additional powefhothiis making
them of essentially the same order as the reflection elements. Furthermore, we observed
that even in this case one must consider rather high energies before the ordering of the
functions Ngx(E) achieves its final form. This is in spite of the fact that the leading
behaviour is not affected by the decomposition. Rather it arises from the fact that the
classes which contribute at next to leading order have several group elements and their
contributions are correspondingly amplified. This is an effect which we can expect to
become even more important in higher-dimensions if we consider potentials of the form
VD =22 xij?. In higher-dimensions, more and more of the terms will behave
with the normali dependence. The only terms with anomalous dependences are those for
which one would initially expect a dependence gk or 1/A. If the corresponding group
element leaves at least one channel invariant, they will be amplified by factors(&fog
and Y respectively.
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